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Stationary Measures of Noisy Transformers

Transformers are, arguably, the state-of-the-art models in natural language processing and
various other applications. To build a theoretical understanding of transformers, a toy trans-
former model, allowing for a wide range of analytical tools, was recently introduced by Gesh-
kovski et al. (2024). In this talk I will discuss the aforementioned toy transformer model and
its noisy counterpart, McKean-Vlasov PDE with exponential kernel. The talk is mostly based
on our recent work with André Schlichting (arXiv:2412.14813) in which we study stationary
solutions of McKean-Vlasov equation on Riemannian manifolds. Our analysis extends the
equivalence of the energetic problem formulation to the manifold setting and allows us to
characterize critical points of the corresponding free energy functional. On a sphere, we
employ the properties of spherical convolution to study the bifurcation branches around the
uniform state and characterize the phase transition of the model. I will give an overview of
the results and show how our findings apply to noisy transformers.
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Zu diesem Vortrag laden wir Sie herzlich ein.

gez. Leon Bungert


